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ABSTRACT
The neuroprosthetic interface must infer an intended movement from the neural activity that would accompany it in healthy individuals. We show that an optimal estimator for a controlled system such as that responsible for human movements jointly estimates the goal and the trajectory of point-to-point movements. We demonstrate that this paradigm can achieve orders of magnitude of increased accuracy in regimes in which the interface has low SNR. With high SNR, our technique proves reliably more accurate than a typical approach which ignores the controlled nature of the system under observation. Furthermore, we show that even when the system violates the model assumptions of feed-forward linear control with additive noise, system performance remains appreciably better than the alternative.

1. INTRODUCTION
In the past decade there has been a dramatic rise in the interest given to the problem of neuroprosthetics. For the patient with a neurodegenerative disease, spinal cord injury, or perhaps even a missing limb, such a device would bypass the missing or damaged neural circuitry that normally transmits control signals from the limbs to the brain. Ideally, the neuroprosthetic would decipher cortical neural activity so seamlessly that patients would be able to generate natural patterns of activity and have them correspond to natural-seeming movements. Unfortunately, though micromachining techniques have led to arrays of more than 100 electrodes, one significant roadblock is the limited quantity of neural information, and its degradation over time. Thus, we would like to maximize our ability to estimate the patient’s intended movements given limited neural information.

For the class of human movement we consider of primary importance – point-to-point reaches – an optimal decoder will not only estimate the trajectory of the movement, but rather jointly estimate the trajectory and the target. We have previously shown that this approach leads to significant performance increases [1], here, we will demonstrate the optimality of the technique when certain assumptions are met.

Recent analyses of human movement suggest that the human motor control system may behave as an optimal controller [2]. Thus, one can approach the neuroprosthetic problem as an attempt to estimate the trajectory of a controlled dynamic system. Because this general problem appears novel, and may be of interest to a wider community, we will make a generic presentation of the approach, and then follow it with results from a simulation particular to the neuroprosthetic problem.

2. OPTIMAL ESTIMATION
We seek to estimate the trajectory of a system with controlled dynamics. This requires two models, a model of the system being tracked, and a model of the observation process. In general, these can be written as

\[
\begin{align*}
\mathbf{x}_{k+1} &= f(\mathbf{x}_k, \mathbf{u}_k, \mathbf{w}_k), \\
\mathbf{y}_k &= g(\mathbf{x}_k, \mathbf{v}_k), \\
\mathbf{u}_k &= L_k(\mathbf{x}_k) = L_k(\mathbf{y}_k, \mathbf{x}_{k-1}), \\
\mathbf{z}_k &= h(\mathbf{x}_k, \mathbf{u}_k, \mathbf{\omega}_k),
\end{align*}
\]

where \(\mathbf{x}_k\) is the observed system’s state, \(\mathbf{y}_k\) represents the system’s internal observations of itself, \(\mathbf{z}_k\) is the signal received by the external observer, \(\mathbf{w}_k, \mathbf{v}_k\) and \(\mathbf{\omega}_k\) are shorthand for stochastic processes, and \(\mathbf{u}_k\) represents the control the system exerts on itself in order to minimize some cost function. Our problem, then, is to estimate the density

\[
\Pr(\mathbf{x}_k | \mathbf{z}_0, \ldots, \mathbf{z}_k).
\]  

We now proceed to demonstrate that in the case of linear dynamics with Gaussian noise and feed-forward control, if the cost function minimized by the controller is quadratic in the target location, the mean of this density has a simple solution which involves joint estimation not only of the state \(\mathbf{x}_k\), but also the target state.
2.1. Simplified Model

We make the assumption that system has linear dynamics:

\[ x_{k+1} = Ax_k + Bu_k + Cw_k, \]
\[ y_k = Gx_k + Dw_k, \]

where \( w_k \) and \( v_k \sim \mathcal{N}(0, I) \).

We are interested in point-to-point movements, in which the system seeks to achieve a final state which is non-zero only in the position term. Thus, let us expand the state vector to include this desired position.

\[ \hat{x}_k = \begin{bmatrix} x_k \\ p \end{bmatrix} \]

where \( p \) is the the target location. We can then express the cost function which is minimized by the controller in terms of this expanded state:

\[ C = x_f^T Q_f x_f + \sum_{k=0}^{f} u_k^T R u_k \]

where \( Q = \begin{bmatrix} 1 & 0 & 0 \\ 0 & W & -1 \\ 0 & 0 & 1 \end{bmatrix} \) and \( W \) is a diagonal matrix representing the relative importance of zero final values for the non-positional terms of the state vector. The system dynamics in terms of the expanded state are

\[ \hat{x}_{k+1} = A \hat{x}_k + B u_k + C w_k \]
\[ y_k = G \hat{x}_k + D v_k \]

where \( A = \begin{bmatrix} A & 0 \\ 0 & 1 \end{bmatrix}, B = \begin{bmatrix} B \\ 0 \end{bmatrix}, C = \begin{bmatrix} C w_k \\ G \end{bmatrix}, \) and \( G = \begin{bmatrix} G \end{bmatrix} \).

We recognize this as the common linear, quadratic, Gaussian (LQG) control problem. Its solution has the characteristic that at any time the optimal control can be written as a linear feedback mechanism:

\[ u_k = L_k \hat{x}_k, \]

where \( \hat{x}_k \) is the system’s current estimate of its state, given observations \( y_{0:k} \), and \( L_k \) is a matrix sequence that can be pre-calculated. In general the values of \( L_k \) will depend on \( p \); we make the assumption that for small variations of the target location, the same control sequence is used.

2.2. Feed-forward Control

If there is no feedback mechanism within the system, i.e., \( G = 0 \), the optimal controller may still be written as above, with the following simplification of the state estimation

\[ \hat{x}_{k+1} = A \hat{x}_k + B u_k. \]
a given movement improves in accuracy over the course of the movement, which in turn increases the accuracy of the tracking of the instantaneous trajectory. To demonstrate what we will call the “optimal joint estimator,” we used a model of human movements to simulate observations of a controlled linear system, and in the next section present the results of these simulations under different conditions.

3. SIMULATION RESULTS

For simulation purposes, we used the model of one-dimensional human reaching movements presented in [4] (except that the control cost term was decreased from 1e-5 to 1e-10). In contrast to Section 2.1, this model further encompasses feedback-control with signal-dependent noise – we simulated both with and without these assumption-violating enhancements. We assumed that the target was chosen from a Gaussian distribution centered around 1 cm displacement with standard deviation 1 cm. A common model for the activity of neurons in the arm-areas of the motor cortex has their rate of activation vary linearly with hand velocity. Thus, the observations are taken as the noise-corrupted velocity (i.e., in (9), $H = [0 \ 1 \ 0 \ 0 \ 0]$).

For comparative purposes, let us consider an alternative approach. A naive observer, ignoring the fact that the system under observation was being intelligently controlled, might also attempt to use a Kalman filter, treating the control signals as noise, and increasing the noise variance system parameter to account for the consequent excess variation in the system (see, e.g., [5]). Fig. 1 compares a sample trajectory generated by the model system with reconstructions from the optimal joint estimator and this naive approach.

Fig. 2 depicts another trajectory reconstruction. The dotted and dashed lines reflect the novel aspect of our technique. The dotted line is the target of the movement while the dashed line is the estimate of this target. Notice how as the movement progresses, this estimate transitions from its initial value, the mean of the target distribution, towards the correct value.

The relative utility of optimal tracking depends on the relationship between the quality of the observation process and the parameters of the system being tracked. Fig. 3 depicts the relationship between the average observation signal-to-noise ratio (SNR) and the average accuracy of trajectory reconstructions (mean-square error of position). Results using the naive estimator are included for comparison. As would be expected, as the SNR of the observed signal increases, the performance of the naive and optimal strategies begin to converge. With medium to low SNR, the optimal joint estimator begins to perform significantly better than the naive alternative. As the SNR decreases, the average error of the optimal approach tends toward the bound corresponding to simply choosing the mean trajectory. Thus, the actual value of the error bound is determined by the distribution of targets and the internal system noise. The thickening lines show that as the internal system noise decreases, the error bound also decreases. The lowest line shows the error bound in the case of zero target variation and very low internal noise.

In Fig. 4 we depict the effect of violations of the model assumptions. In addition to the pure feed-forward system, we simulated the actual feedback controlled models from [4], with either additive or multiplicative internal noise. Interestingly, even though the optimal joint estimator assumes purely feed-forward control, the performance benefits over the naive method are still quite large under feedback-control with multiplicative noise. Even in the case of the full human-like model with feedback control and multiplicative noise, if the system model of the optimal joint estimator is modified by choosing an appropriate value for the noise term ($C$ in (8)), the performance increase remains signifi-
Fig. 3: Reconstruction accuracy and SNR. Increasing line widths correspond to decreasing internal system variation, where the initial value, $\Omega^2$, is specified in [4]. To isolate the effect of internal system noise, the dashed lines correspond to performance in the case where the movement target is fixed at 10 cm. Significant except at the highest levels of SNR.

4. DISCUSSION

We have presented an approach for tracking controlled dynamic systems which is optimal under the conditions presented. For a model of the human motor system – of particular interest to us – we have shown in simulation that even if the system under observation is actually employing feedback control our estimator can outperform the paradigm which ignores the controlled aspect of the movements. Furthermore, even when the noise process within the system is radically different, multiplicative rather than additive, we found that performance remains excellent. While not presented here, we have used a similar tracking strategy elsewhere [1] to show that if information is present from some other source regarding the target of the movement – corresponding to the $H$ matrix in (9) having nonzero values in the final columns – we can use it to further improve the estimator accuracy.

We would like to extend this result in two key dimensions. First, to enhance the generality of the joint estimation approach, we are pursuing an analytical solution for observing a feedback controlled system. Furthermore, we assumed a single control for a family of target locations; it would be better to allow for multiple task- or target-dependent controllers. Though this appears to result in the loss of analytical tractability, there is significant potential in various Monte-Carlo techniques. Secondly, to increase the utility of this type of optimal estimation in the particular application of neuroprosthetics, as neural signals are both non-linear and non-Gaussian distributed, techniques for joint system model and observation process identification are needed.

In regimes of lower SNR, the optimal joint estimation strategy becomes quite useful – the trajectories it produces are orders of magnitude more accurate than those of a more naive approach. Thus, while the particular application of neuroprosthetics is a quite interesting and important one, we are excited that this paradigm may find uses in a wide range of areas.
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